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ABSTRACT

We describe recent improvements to IBM's system for auto-
matic transcription of broadcast news. Some of the improve-
ments are: Bayesian Information Criteria (BIC) applied to
choosing the number of components in a Gaussian mixture
model, tail distribution modelling using Richter distributions
and power exponential distributions, pronunciation networks,
adaptive training techniques such as clustered adaptive train-
ing (CAT) and a modi�ed version of speaker adaptive training
(SAT) which is e�cient for large tasks, factor analysis invari-
ant to linear transforms. We also experimented with changes
such as changing the acoustic vocabulary, reducing the num-
ber of phonemes and insertion of short pauses. The models
were combined in a single system using NIST's script voting
machine known as ROVER.

1. INTRODUCTION

Recently the focus of research in large vocabulary continuous
speech recognition recognition (LVCSR) has been shifted from
read speech data to speech data found in the real world - like
broadcast news over radio and TV and conversational speech
over the telephone. A considerable amount of both acoustic
(approximately 200 hours of which about 80% is usable) and
linguistic (approximately 400 million words) training data for
broadcast news has been made available by the Linguistic
Data Consortium (LDC) in the context of DARPA sponsored
Hub4 evaluations of large vocabulary continuous speech recog-
nition (LVCSR ) systems on broadcast news [14]. Broadcast
news transcription poses several challenges to LVCSR systems.
First, automatic segmentation of the input audio stream is re-
quired. Second, the speech data exhibits a wide variety of
speaking styles, environmental and background noise condi-
tions and channel conditions. These are categorized as the so-
called F-conditions [14]: prepared speech (F0), spontaneous
speech (F1), low �delity speech, including telephone channel
speech (F2), speech in the presence of background music (F3),
speech in the presence of background noise (F4), speech from
non-native speakers (F5) and FX - all other speech.
The LVCSR systems participated in the broadcast news

transcription task [14] can be categorized as two types. The
�rst type of systems are conglomerate: the entire training data
which consists of various types of speech were pooled together
to train one single acoustic model. The second type of systems
are condition dependent: di�erent acoustic models were built
for di�erent conditions, e.g. gender dependent acoustic models
and F-condition dependent acoustic models.
The IBM LVCSR system used in the 1997 evaluation was a

conglomerate system which had 3.5K HMM states and 170K
Gaussians. It was trained in the optimal feature space [8, 11]
using 80 hours of acoustic training data provided by LDC. The
decision trees for the HMM states were built using the rela-
tively clean data from the F0 and F1 conditions, whereas the
Gaussian mixtures were trained on the complete set of training

data. We also designed a successful automatic segmentation
and clustering algorithm which is based on the Bayesian in-
formation criterion [5]. After baseline decoding, we performed
iterative MLLR unsupervised adaptation on both means and
variances [9] for each cluster.
In this paper we present algorithmic improvements we have

made this year. Some of the highlights are: Bayesian Infor-
mation Criteria (BIC) applied to choosing the number of com-
ponents in a Gaussian mixture model, tail distribution model-
ling using Richter distributions and power exponential distri-
butions, pronunciation networks, adaptive training techniques
such as clustered adaptive training (CAT) and a modi�ed ver-
sion of speaker adaptive training (SAT) which is e�cient for
large tasks, factor analysis invariant to linear transforms. We
will also describe the IBM system used in the 1998 evaluation
which consists of multiple systems combined by the NIST's
script voting program known as ROVER [7].

2. OVERVIEW OF THE LVCSR SYSTEM

The IBM LVCSR system uses acoustic models for sub-phonetic
units with context-dependent tying (see [1, 2] for details). The
instances of context dependent sub-phone classes are identi�ed
by growing a decision tree from the available training data [1]
and specifying the terminal nodes of the tree as the relevant
instances of these classes. The acoustic feature vectors that
characterize the training data at the leaves are modeled by
a mixture of Gaussian or Gaussian{like pdf's, with diagonal
covariance matrices. The HMM used to model each leaf is a
simple 1-state model, with a self-loop and a forward transition.
In addition to the 80 hours of acoustic training data we

had in 1997, LDC provided 80 hours of extra data this year,
however with no annotation on the F conditions. We decided
to use the full set of data to build decision trees containing
a total of 3.5K HMM states. The Gaussian mixtures were
built from the full training data and the best single system
we arrived at contained 289K Gaussian. The technique for
�nding optimal feature spaces developed last year was used in
all models used in our current system.

3. ALGORITHMIC IMPROVEMENTS

For all our development work, we used the 1997 hub4 evalua-
tion set with the hand segmentation provided by NIST. Table
1 displays the error rate using our 1997 evaluation baseline
system. To speed up our work, we subsampled the test set in
some experiments.

3.1. Bayesian Information Criterion

One problem in Gaussian mixture modelling is how to choose
the number of Gaussians. It is well-known that too few Gaus-
sians does not give su�cient model complexity whereas too
many leads to overtraining. Our goal here is to adaptively
choose the number of Gaussians according to the underlying
complexity of the HMM state.
A common heuristic solution of this problem is the thresh-

oldingmethod. According to the number of samples belonging
to the HMM state in the training data, one choose the number
of Gaussians proportionally.



All F0 F1 F2 F3 F4 F5 FX
1997 Base 19.8 12.1 19.6 29.9 25.8 25.9 22.3 38.7

Table 1. 1997 Baseline system on the 1997 evaluation full set.
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Figure 1. Choosing the number of Gaussians by maximizing the
BIC criterion

In this paper, we propose to choose the number of Gaus-
sians by optimizing the Bayesian Information Criterion (BIC),
a well-known model selection criterion in the statistics liter-
ature. For a particular HMM state, let n be the number of
mixture components, Cn the clustering corresponding to n
mixtures, NCn the number of parameters used in the mixture
and N the sample size. We de�ne the BIC function BIC(n) as
follows

BIC(n) = log(Likelihood(Cn))�
�

2
�NCn � log(N) : (1)

We choose n by maximizing the BIC function:
n̂ = arg maxBIC(n):

Figure 3.1. illustrates how this procedure works for a particular
HMM state. The horizontal axis represents the number of
Gaussians. The vertical axis represents the log-likelihood in
Panel (a) and the BIC value in Panel (b). Clearly as the
number of Gaussians increases, the likelihood always improves,
whereas the BIC value �rst increases then declines. The BIC
value is optimized at n = 27.
We conducted experiments comparing the BIC approach

with the heuristic thresholding method. We designed a sys-
tem by the thresholding method which had 90K Gaussians.
By choosing the penalty weight � = 1, we obtained a sys-
tem which had roughly 90K Gaussians using the BIC method.
Figure 3.1. plots each HMM state by the its training sam-
ple size and its number of Gaussians determined by the BIC
procedure. Notice that a certain state belonging to F-2 and
a certain state belonging to AO-2 are indicated in the �gure.
They both had roughly the same number of samples. It is
interesting that the BIC procedure chose about 25 Gaussians
for the state belonging to F-2 whereas about 105 Gaussians for
the state belonging to AO-2. In fact, we found out that most of
the \upper" states, which have big angles from the horizontal
axis if connected with the origin, are mostly vowels; most of
the \lower" states, which have small angles from the horizontal
axis if connected with the origin, are most consonants. This
shows that the BIC procedure indeed tends to choose more
Gaussians for more complex states. Table 2 shows that the
system built by the BIC procedure outperformed the system
built by the thresholding method, by 0.8% absolute. In fact, in
our experiments, we have observed consistently that compared
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Figure 2. The BIC procedure tends to assign more Gaussians to
more complex states

with the thresholding method, the BIC approach can produce
systems achieving reduced error rate with the same number of
Gaussians, or produce systems achieving the same error rate
but with smaller number of Gaussians.
By varying the penalty weight � in the BIC criterion, we

can obtain systems with various numbers of Gaussians. As we
decreased �, we obtained systems with increasing numbers of
Gaussians. As indicated in Table 2, the recognition accuracy
dropped. We decided to use the 289K system as our baseline.

3.2. Power Exponential Distributions

When viewing histograms of 1{dimensional projections of the
acoustic feature vectors in the training data, one is struck by
the sharpness and asymmetries of the peaks of the histograms.
It is rather di�cult to capture these features using Gaussian
models. Instead, we propose to use multidimensional gener-
alizations of the power exponential distribution, which is also
known as the alpha stable distribution. For feature vector
x 2 Rd, the power exponential density with power �, mean �
and diagonal covariance � is the following:

f(x;�; �;�) = �� exp

8<
:�

 
�

dX
j=1

(xj � �j)
2

2(�j)2

!�

2

9=
; ; (2)

where rho� and � and normalizing constants which depends
only on �. Notice that � is necessary so that sigma means
the covariances.
When � = 2, the power exponential distribution (2) is ex-

actly the multivariate Gaussian distribution with diagonal co-
variances. When � = 1, (2) is the Laplacian density, which
is used in the Phillips systems [13]. When � < 2, the power
exponential density (2) is sharper at origin and has slower
decaying tails than the Gaussian density; when � < 2, the
opposite holds.
We can build acoustic models using mixtures of power ex-

ponential distributions. If � is �xed at a certain value for all
HMM states, the maximum likelihood solution of the para-
meters (means, variances, mixture weights) can be obtained
approximately via an EM algorithm. Moreover, the power �
for each HMM state can be optimized individually so that each
HMM state has its own variable �. See [12] for the details of
these algorithms.



# Gaussians All F0 F1 F2 F3 F4 F5 FX
Standard 90K 26.0 11.9 23.5 31.7 28.4 28.5 22.3 42.3
� = 1:00 90K 25.2 11.6 23.1 30.5 27.7 26.2 20.5 41.8
� = 0:80 135 24.7 11.2 21.2 29.5 29.0 26.8 21.6 41.2
� = 0:65 178 24.2 10.7 21.5 29.3 26.5 25.9 21.4 40.3
� = 0:54 237 23.8 10.7 21.6 29.3 26.5 24.2 19.7 39.6
� = 0:45 289 23.5 10.5 21.5 28.9 24.4 24.6 20.7 39.0

Table 2. Comparison of the BIC approach with the thresholding approach on the 1997 evaluation subset.
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Figure 3. Histogram of the optimized �'s

We built systems with � = 2, � = 1, and variable �'s;
they all had 100K components. Table 3 displays the recogni-
tion results on the 1997 evaluation subset. The system with
� = 1, which corresponds to the Laplacian distributions, out-
performed the system with � = 2, which corresponds to the
standard Gaussian mixture distributions, by 0.5% absolution.
The system with variable �'s was only slightly better than the
system with �xed � = 1. Figure 3.2. plots the histogram of
the variable �'s. It is interesting that most of the optimized
�'s were around � = 1! In our �nal � system, we actually
�xed � = 1.
Unfortunately, when we increased the number of compo-

nents to 280K, the power exponential system became worse
than the standard Gaussian system. This might be caused by
possible numerical problems of our estimation algorithms.

3.3. Richter Distributions

To improve the modelling of distribution tails, we can also
use the so-called Richter distribution which was proposed by
Allen Richter a decade ago [15, 3]. A Richter distribution is
a mixture of Gaussians which are centered at the same mean
with scaled version of the same covariances:

R(x;�;�; c; �) =
X
i

�iN(x;�; ci�)

where � is the mean, � is the covariance matrix and ci are
the scaling factors; we refer to each Gaussian here as a Richter
component. In our experiments, we replace each Gaussian in
our standard Gaussian mixture system by a Richter distrib-
ution with 4 Richter components. Since the only extra pa-
rameters are the scaling factors ci, which are very few, there
is minimal computational overhead. Since ultimately there
are only Gaussians in the model, they can be adapted using
standard techniques such as MLLR. See [12] for details of our
implementation.
The scaling factors ci can be tied as various levels: global

level, HMM state level, or Gaussian level. Table 4 shows our
experiments on the Hub4 1997 evaluation full set. State level
tying Richter gave improved performance (18.7%) compared

with the standard Gaussian mixture system (18.4%). This
indicates that the standard Gaussian mixture components are
ill suited at modelling the tails of the distributions. However,
gains were greatly reduced after performing mean and variance
MLLR adaptation.

4. PRONUNCIATION NETWORKS

Our goal is to model actual pronunciations by modifying the
acoustic model topology. Words in the speech recognizer are
mapped to strings of phonemes. In the standard systems,
each phoneme is expanded as the regular 3 state topology. In
our approach, each phoneme is associated with a decision tree
which determines the pronunciation network topology accord-
ing to the phonetic context: depending on its phonetic context,
a phoneme will end at a certain node of the tree which is asso-
ciated with a network topology; we plug in that network topol-
ogy into the HMMs. We emphasize that this decision tree is
not the decision tree for determining context-dependent HMM
states.
we build the decision trees and networks as follows. First, a

\ballistic" decoding that decodes as if the leaves were words, is
performed on the training data. The string of decoded leaves
are then aligned to the \correct" labels prescribed by a training
transcription so that each \correct" leaf is assigned a string of
ballistic leaf labels. Pairs of leafs and ballistic leaf strings with
high co{occurrence counts are selected to build a the tree and
the network. This technique is an extension of work done on
Fenonic modelling at IBM during the late eighties and early
nineties. See [6] for the details of our approach.
The actually network topology we obtained in our experi-

ments could be the regular 3 state topology, or with reduced
pronunciation, or with inserted pronunciation, or with substi-
tuted pronunciation. In our experiment, 89% of the topologies
were actually the standard 3 state topology; 4.1% were the
standard 3 state topology with a skip; 1.8% had four states,
etc. In recognition, the pronunciation network models appear
to improve F1 (spontaneous speech) as would be expected, as
indicated in table 5. In the 1998 evaluation, we applied the
pronunciation network models at the last iteration of the iter-
ative MLLR adaptation.

4.1. Adaptive Training

The clustered adaptive training (CAT) technique was pre-
sented by Gales at ICASLP 1998 [10]. In our particular im-
plementation, for each speaker (in general for each cluster),
its mean was computed as linear combination of 4 canonical
means:

� =

4X
i=1

�
(s)

i �i:

The four canonical means were initialized by applying super-
vised MLLR on the 289K BIC system toward the four con-
ditions: fClean , Noisyg � fMale, Femaleg. The canonical
means and the shared covariance were estimated by maximum
likelihood via EM. During testing, given hypothesized script,
�rst the weights � were estimated by maximum likelihood via
EM; then the mean were adapted. CAT is suited form rapid
adaptation, since estimating the weights � requires very small
amount of data.
We also implemented a modi�ed version of SAT. In the con-

ventional SAT originally proposed by BBN, the mean of each
speaker is obtained by a linear transform on the canonical



All F0 F1 F2 F3 F4 F5 FX
� = 2 26.1 11.8 22.9 32.1 27.9 27.7 23.1 43.9
� = 1 25.5 11.5 23.0 31.3 28.1 27.6 21.6 41.1
variable � 25.4 11.9 22.6 31.3 29.0 26.5 21.8 41.1

Table 3. Using Mixtures of power exponential distributions on the 1997 evaluation subset.

All F0 F1
Base 18.7 11.6 18.5
Base+MLLR 16.4 10.1 17.0
Global Richter 18.5 11.5 18.3
State Richter 18.4 11.3 18.1
Gaussian Richter 18.5 11.5 18.2
State Richter + MLLR 16.3 10.1 16.9

Table 4. Performance of the Richter systems on the 1997 evaluation full set.

mean

�
(s) = A

(s)
�:

In order to update � in the EM iteration, one needs to store
a full matrix for each Gaussian in the system. This turns out
to be a bottle neck for large systems. In our modi�ed version
of SAT [9], each speaker is associated with a feature space
transform:

x
(s) = A

(s)
x;

which is equivalent to a constrained model space transform:

�
(s) = A

(s)
� ; �(s) = A

(s)�A(s)T
:

Since the operation is on the feature vectors, one can update
� in the standard fashion in the EM iteration, however with
respect to the transformed feature x(s). It is practical for large
systems, and requires small changes to the standard code. In
our experiments, the SAT system was initialized as the 289K
BIC system.
Table 6 compares the performance of CAT, SAT and

MLLR (mean + variance) [9] on the 1997 evaluation full set.
SAT+MLLR outperformed MLLR along by 0.5% absolute.
Compared with our 1997 evaluation results, we gained 2.3%
absolute in the baseline by extra training data and by choose
number of Gaussians via BIC, and another 0.5% absolution on
adaptation by applying SAT.

4.2. Factor Analyzed Covariances

Let j be an index referring to a speci�c mixture component.
To better model covariances without modelling the full covari-
ance matrices �j, we constrain the covariances to be of the
form �j = A(�j�

T
j +	j)A

T where A is a shared matrix cap-
turing an optimal feature space, �j is a \factor loading matrix"
whose columns are less abundant than those of �j, typically
numbering 2 or 3 columns, and 	j is a diagonal speci�c matrix.
Methods for parameter estimation of Gaussian mixtures with
covariances of this form are described in [8] and the method
is named factor analyzed covariances invariant to linear trans-
formations (FACILT). Some initial experiments with 2 column
factor loading matrices are shown in Table 7. The only con-
dition that improved signi�cantly was FX. Experiments with
di�erent number of factors and tying structures of the covari-
ances are still ongoing.

4.3. Short Pause

Previously our silence phone consisted of a 3-state Hidden
Markov Model. This we felt was insu�cient for modelling
short pauses. To address this problem a new deletable short
pause phone SX was introduced at the end of each word. SX

is modelled by a single deletable one-state Hidden Markov
Model. This phone was introduced into our system and models
retrained with the new phone. The idea being that short si-
lences would not be \eaten up" by other phones at the endings
and beginnings of words. The short pause appears to improve
the conditions F0, F1 and FX as can be seen in Table 8

4.4. Pronunciation Dictionary

As our phonetic spellings, also known as baseforms, have been
added to and composed in many di�erent ways, the current
list of baseforms comes from a variety of sources and contains
many inconsistencies. To remove these inconsistencies we in-
spected spellings of words with common pre�xes and su�xes.
In addition we allowed words like \Human" with baseform HH
Y UW M AX N to delete the HH as is done in some dialects of
American{English. In baseforms where Y UW was preceded by
a dental (T, D, TH or D) (e.g. as in duty D Y UW T IY or D

UW T IY) we allowed the Y to be deleted for a similar reason.
Lastly we went through words ending in \ING" and compared
the baseforms to the baseform of it's root. The list of base-
forms produced in this fashion was dubbed \clean". The re-
sulting vocabulary gave little improvements. A comparison is
shown in Table 9.

4.5. The Phone Set

We deleted 10 phones that we felt were treated erroneously
and/or inconsistently in our set of baseform. These phones
were AXR, AH, BD, DD, GD, IH, KD, PD, TD and TS. BD, DD, GD, KD,
PD and TD are phones that were intended to model \double
stops", i.e. stops that were followed by new stops and TS and
AXR to model \T S" and \AX R" that was felt were such short
sounds that individual phones had to be introduced. AH and
IH are sounds that are very close to already existing sounds
that are not distinguished well in our baseform set. After
replacing all these phones in the acoustic dictionary we trained
new Gaussian models and compared with the existing phone
set. The results were signi�cantly worse, cf. Table 10, but as
seen in section 5.4. it helped yield an improved system when
mixed with other pre-existing systems using rover.

5. 1998 IBM SYSTEM

5.1. Segmentation

We �rst applied the BIC change detection scheme [5] to de-
tect acoustic changes in the data. According to the detected
changes, the entire audio stream was chopped into turns. Be-
cause some turns were quite long, we further chop each turn
into smaller segments according to the silence information; also
the silence information was used to prevent segment bound-
aries from splitting words. We performed classi�cation to re-
ject the pure music segments; the classi�cation was based on
Gaussian mixtures models [2]. Table 11 compares the NIST
hand segmentation and our automatic segmentation on the
1998 hub4 evaluation set in terms of recognition error rates
using the 289K BIC system; our automatic segmentation in-
creased the error rate by only :3% in the �rst set.

5.2. Baseline Systems

Over the year, while investigating various techniques, we had
a range of systems:
� 289K standard BIC system.
� 271K system using a new phone set.
� 289K telephone bandwidth system built by reducing the
bandwidth of the training data to 4KHz.

� 289K power exponential system.



All F0 F1 F2 F3 F4 F5 FX
3 state topology 22.6 9.1 20.8 28.0 25.1 24.4 19.6 37.1
pronunciation nets 22.4 8.9 20.1 27.8 25.0 24.4 19.5 37.4

Table 5. Comparison the Pronunciation networks with traditional tristate HMM models on the 1997 evaluation subset

All F0 F1 F2 F3 F4 F5 FX
289K Base 17.5 10.7 17.7 26.5 23.9 21.9 17.5 34.4
MLLR 15.6 9.8 16.2 21.2 21.3 20.4 14.6 32.3
CAT + MLLR 15.2 9.5 15.5 21.3 21.3 18.9 15.2 32.1
SAT + MLLR 15.1 9.6 15.7 20.3 20.8 18.1 15.2 31.7

Table 6. Performance of adaptive training on 1997 evaluation set

� 93K left-context Only System designed for the 10 times
real time task.

� 289K Alpha-Mixtures System.
The decoder in all �ve systems is a single-pass decoder which

employs the rank-based decoding strategy and the envelope
search algorithm [1]. Table 12 shows the error rates of the
5 baseline decodes. It is clear that the 5 systems performed
quite di�erently. Among them, the 289K BIC system achieved
the best error rate.

5.3. Clustering and Unsupervised Adaptation

After segmentation, the segments were clustered using a stan-
dard maximum-linkage bottom-up-clustering procedure with
a single Gaussian model for each segment and log-likelihood
ratio distance measure. The termination for this bottom-up-
clustering procedure was determined to maximize the BIC cri-
terion [5].
After clustering, we performed iterative MLLR on each clus-

ter. At the �rst two iterations, both a mean transform and
an e�cient full-variance transform were estimated [9]; sub-
sequently, only means were adapted. Totally 6 iterations of
MLLR were performed. In addition, we had the CAT system
and the SAT system described in section 4.1.. The CAT and
SAT transforms were estimated using the BIC Base System
scripts after the �rst 2 iterative MLLR adaptation. Once the
transforms were computed, CAT and SAT followed the same
iterative MLLR adaptation procedure as the baseline systems.
Table 12 displays the adaptation improvements in word error
rate (We have yet not implemented the adaptation scheme for
the Alpha mixture system). MLLR on top of CAT and SAT
performed the best; we achieved about 15% reduction in word
error rate. We also notice that most of the gain in the iterative
MLLR came in the �rst two iterations.

5.4. Rover

J. Fiscus introduced a voting scheme for combining word
scripts produced by di�erent speech recognizers, [7]. This pro-
gram was named ROVER. We applied ROVER on the scripts
decoded by the above 7 di�erent systems. As indicated in
Table reftable-rover, our best individual system is the SAT
system, which achieved 15:5% on the �rst set and 12:8% on
the second set. ROVER reduced the error rate by 5:8% rela-
tive on the �rst set; however the gain on the second set was
very minimum (1:2% relative).
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All F0 F1 F2 F3 F4 F5 FX
FACILT 22.7 9.9 20.3 27.3 26.1 24.8 19.8 37.1
Standard 22.6 9.6 20.3 27.2 25.9 23.9 19.7 38.0

Table 7. Comparison of the FACILT with a comparable diagonal Gaussian model with an equivalent number of prototypes on the
1997 evaluation subset.

All F0 F1 F2 F3 F4 F5 FX
no short pause 18.5 11.5 18.2 27.3 25.6 25.4 18.8 35.9
with short pause 18.3 11.4 18.3 27.1 24.6 23.4 18.4 35.5

Table 8. The e�ect of using short pause on the 1997 evaluation set.

All F0 F1 F2 F3 F4 F5 FX
Old 25.2 11.4 22.5 30.8 27.6 28.2 21.0 40.6
Clean 25.1 11.2 23.2 30.6 27.7 26.5 21.4 40.8

Table 9. Performance of the clean pronunciation vocabulary on the 1997 evaluation subset.

All F0 F1 F2 F3 F4 F5 FX
Old 25.2 11.4 22.5 30.8 27.6 28.2 21.0 40.6
New 27.8 13.9 25.0 33.1 31.3 30.2 26.0 43.1

Table 10. Comparison of the new phone set with old phone set on the 1997 evaluation subset.

All F0 F1 F2 F3 F4 F5 FX
NIST Set I 18.0 8.9 19.9 27.9 29.4 12.9 24.8 25.2
IBM Set I 18.3 8.9 19.6 28.8 28.8 13.1 22.4 26.5
NIST Set II 15.1 9.6 16.5 20.3 16.0 18.4 15.7 40.2
IBM Set II 15.1 9.5 16.2 20.3 16.4 18.0 12.9 43.3

Table 11. Segmentation on 1998 evaluation set

289K New Phone Set Tele Left SAT CAT
Set I: Base 18.3 19.1 22.7 20.9 18.3 18.3
Set I: MLLR 15.7 16.3 18.4 17.5 15.5 15.4
Set II: Base 15.1 16.9 20.4 17.4 15.1 15.1
Set II: MLLR 13.3 14.7 16.6 14.9 12.8 13.1

Table 12. Adaptation on 1998 evaluation set

Set I All F0 F1 F2 F3 F4 F5 FX
289K 15.7 8.0 18.4 22.6 25.0 10.5 21.8 21.9
New Phone Set 16.3 8.6 19.7 24.6 24.3 11.3 19.4 21.5
Tele 18.4 10.1 21.1 24.4 31.5 12.9 23.6 24.8
Left 17.5 9.7 19.7 27.1 29.2 11.7 23.6 24.0
Alpha 18.9 8.9 19.2 30.0 31.3 13.9 27.9 27.6
SAT 15.5 7.8 18.0 22.2 26.6 10.5 22.4 21.1
CAT 15.4 7.8 17.5 23.2 26.4 10.5 24.2 21.3
Rover 14.5 7.8 16.8 20.9 24.7 10.0 19.4 19.7
Set II All F0 F1 F2 F3 F4 F5 FX
289K 13.3 8.6 15.7 16.0 15.3 15.0 5.7 37.8
New Phone Set 14.7 10.1 18.2 14.6 16.4 16.4 14.3 37.8
Tele 16.6 10.8 17.5 17.0 16.9 19.9 5.7 50.5
Left 14.9 9.6 17.8 17.9 16.3 16.2 8.6 48.0
Alpha 16.0 10.5 18.2 20.4 16.2 17.6 21.4 50.2
SAT 12.8 8.5 14.8 14.6 13.8 14.4 5.7 37.4
CAT 13.1 8.8 15.7 16.8 14.0 14.1 5.7 38.4
Rover 12.6 8.5 14.6 14.9 13.6 14.2 5.7 34.1

Table 13. ROVER on 1998 evaluation set


